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Abstract 
 

The study investigated machine learning for predicting deposit bank market shares in Egypt as 

emerging markets. The examination encompasses the years 2014 to 2022, based on the 

Egyptian banks listing on the Egyptian exchange. The study sampled 11 banks based on 

artificial neural networks ANN under the economic growth rate, interest spreads, required 

reserve ratio, capital adequacy requirements, style of bank, number of branches, number of 

ATMs, number of cards, and number of e-banking services. The study found that artificial 

neural networks can explain changes in the market shares of Egyptian banks by 99.4% and 

96.71%, according to regression analysis and cross-sectional analysis, respectively. But the 

predicted value was less than the actual values according to the Wilcoxon Signed Ranks Test, 

which can be explained by the study’s reliance on a sample representing one-third of the study 

population, which are the banks listed on the Egyptian Exchange only. These banks are under 

the supervision of shareholders to a greater extent than the rest of the unlisted banks.  
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1. INTRODUCTION 

As emerging markets continue to play a crucial role in the global economy, 

understanding and predicting the dynamics of their banking sector is of paramount importance. 

Banks act as crucial intermediaries for the mobilization of savings and channeling them into 

productive investments. The ability to pool resources from various individuals and entities 

allows banks to finance projects that contribute to economic development. This process not 

only stimulates growth but also facilitates the creation of jobs, thereby reducing unemployment 

rates. 

Vigorous competition characterises the banking sector. Therefore, banks seek expansion 

and to augment their market share (Nazaritehrani and Mashali,2020). There are several key 

factors that influence bank market shares in emerging markets. These factors include factors 

specific to macroeconomics in addition to factors specific to the banking unit, such as 

"economic growth rate", "interest rate", "inflation rates", "real interest rate", "financial 

inclusion", "innovation", "financial stability", "competitiveness", and "regulatory" factors 

(Ahamed et al., 2021; Angelini and Cetorelli, 2003; Gonzalez, 2009; Ouedraogo and Sawadogo, 

2022; Ho and Saadaoui, 2022). But the banking unit factors such as “size”, “style of bank 

(commercial, Islamic, specialised)”, “number of branches”, “number of ATMs”, “number of 

cards issued for both credit and debit”, and “number of e-banking services” (Berger et al., 1997; 

Kumar et al., 2011; Hannan, 2007; Valahzaghard and Bilandi, 2014; Nazaritehrani and Mashali, 

2020; Shafei and Sijanivandi, 2022; Nidyanti and Siswantoro, 2022; Xia and Liu, 2022; Omrani 

et al., 2023) These factors interact and influence each other, shaping the market shares of banks 

in emerging markets. It is important for banks to understand and adapt to these factors to 

maintain and grow their market shares. 

One of the primary roles of banks in emerging markets is to foster financial inclusion. 

By providing access to formal financial services, banks empower individuals and businesses, 

enabling them to participate more actively in the economy. This, in turn, leads to poverty 

alleviation and the creation of a more inclusive and equitable society. According to (Cetorelli 

and Gambera, 2001), that A strong body of evidence supports the notion that the level of 

development exhibited by banking sector is positively correlated with its long-term output 

growth. So, this study explores the application of machine learning techniques in predicting 

bank market shares, focusing on the case study of Egypt as one of Emerging Markets. 

The study sought to investigate the ability of machine learning to predict the bank 

market structure in emerging markets. Therefore, in addition to the introduction, the study 
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included four sections: “theoretical framework and literature review”; “study methodology”;” 

data analysis"; and “conclusions and recommendations”. 

2- THEORETICAL FRAMEWORK AND LITERATURE REVIEW 

Detecting and predicting errors in technical systems is a critical task to ensure reliable 

and efficient operation. Traditional methods for detecting and predicting errors often rely on 

manual analysis of system data, which can be time-consuming and error-prone. For automating 

the detection and prediction of faults, artificial intelligence technologies, particularly machine 

learning, deep learning, and data analysis, have emerged as potent instruments. Although the 

concepts of machine learning and deep learning are used interchangeably by many people, they 

are two separate fields within artificial intelligence. The process of machine learning entails the 

development of algorithms that enable non-programmed machines to acquire knowledge from 

data. The development of algorithms that enable machines to acquire knowledge from data 

without being explicitly programmed constitutes machine learning. Deep learning is a subfield 

of machine learning that emulates the structure and function of the human brain through the use 

of neural networks. Neural networks can learn from unstructured data, making them highly 

effective at solving complex problems like image and speech recognition. These neural 

networks can learn from unstructured and unlabeled data, making them highly effective in 

solving complex problems such as image and speech recognition, financial or marketing 

analysis. (Parvin, and Parvin, 2023 and Sharifani and Amini, 2023). 

Machine learning (ML) refers to a collection of algorithms and methods that enable the 

machine to automate data-driven model   programming and construct models by systematically 

revealing of patterns in statistically significant data.  

According to Mahesh, 2020, machine learning algorithms can be categorized as follows: 
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Figure 1: Machine Learning Categorization 

 

Supervised learning, where ML algorithms create a function that maps input data to 

target output data is also known as learning via examples or learning from exemplars. Train and 

test datasets are constructed from the input dataset. There exists an output variable in the 

training dataset that requires classification or prediction. Every algorithm applies the patterns it 

discovers in the training dataset to the test dataset in order to make prediction or perform 

classification. Supervised learning can use some algorithms such as a decision tree algorithm, 

Navie Bayes algorithm, and support vector machine algorithm. A decision tree is a graph to 

represent alternatives and their outcomes in tree form. Nodes in a graph represent an event or 

alternative and each edge of the graph represents the rules or conditions of a decision. Every 

node in the set denotes an attribute that is to be classified, while every edge signifies a possible 

value for that node. The primary functions of the Navie Bayes algorithm are classification and 

clustering, which are determined by the conditional probability of occurrence. This algorithm 

mainly targets the text classification industry. Support-vector machines algorithm (SVM) used 

to minimize the classification error (Alzubi, Nayyar, and Kumar, 2018 and Mahesh, 2020). 

Machine 

Learning 

K-Means 
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Unsupervised learning is a process in which machine learning algorithms attempt to 

discover structures within the data and cluster instances according to similarities in the data's 

structure. No correct answers exist, and a trainer is not present. Algorithms for unsupervised 

learning learn certain features from the data. When presented with new data, the model utilizes 

previously learned features in order to identify the data category. It is especially used for 

dimension reduction and clustering.  Unsupervised learning models may employ some 

algorithm principal component analysis (PCA) and K-means clustering, among others. The 

widely recognized clustering problem is resolved by utilizing the K-means clustering algorithm. 

By classifying a given dataset into a certain number of groups, k centers can be defined. High 

data dimensionality has proven to be a bane for data processing. Principal component analysis 

(PCA) algorithm is used as a dimensionality-reduction technique. By utilizing this algorithm, 

which is a statistical technique, the data dimensions are decreased in order to facilitate and 

accelerate computations. This is accomplished by cleansing the data and removing redundant 

and irrelevant information in order to improve the output's precision (Pineda-Jaramillo, 2019 

and Mahesh, 2020). 

Combining supervised and unsupervised learning, semi-supervised learning involves 

utilizing labeled and unlabeled data by ML algorithms. The application domain of semi-

supervised learning encompasses classification, regression, and prediction tasks. Certain 

algorithms, including self-training, generative models, and transductive support vector 

machines (TSVM), may be employed in semi-supervised learning. A transductive support 

vector machines algorithm (TSVM) has been widely used as a tool for treating partially labeled 

data. An NPhard (nondeterministic polynomial time) problem can be used TSVM algorithm to 

find an accurate solution. Modeling both the features and the class (i.e. the complete data), a 

generative model is one that is capable of producing itself. A self-training algorithm can allow 

a classifier to be trained using a portion of labeled data and then the classifier is fed with the 

unlabeled data. In the training set, the unlabeled data and the predicted labels are combined. As 

the classifier acquires knowledge autonomously, it is referred to as self-training (Mahesh, 

2020). 

As an intermediate classification of learning, reinforcement learning merely requires a 

response from the algorithm indicating whether the output is accurate. It is referred to as 

"learning with a critic" due to the fact that the algorithm provides no recommendations or 

solutions for the problem (Ray, 2019). 
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The Multi-Task Learning (MTL) algorithm is designed to concurrently solve multiple 

tasks by capitalizing on their shared characteristics. This can increase learning efficiency and 

serve as a regularize (Pineda-Jaramillo, 2019). 

Ensemble learning is the process of combining and strategically constructing multiple 

models, including experts or classifiers, in order to address a specific computational intelligence 

problem. Additional applications of ensemble learning include relying on the judgment of the 

model, selecting optimal features, data fusion, incremental learning, non-stationary learning, 

and error correction. As a result, either decrease bias (boosting), increase variance (bagging), 

or enhance predictions (stacking). In order to reduce variance and bias, the boosting algorithm 

transforms weak learners into strong ones.  A weak learner is characterized as a classifier, 

whereas a strong learner is defined as a classifier whose relationship to the true classification is 

arbitrary. The term "bagging algorithm" refers to bootstrap aggregating, which is implemented 

in situations where the machine learning algorithm requires increased precision and stability. It 

has applications in regression and classification. Additionally, bagging decreases variance and 

aids in managing overfitting (Mahesh, 2020 and Alzubi et al 2018). 

A collection of classification and regression techniques known as instance-based 

learning generates a class label or prediction by comparing the query to its k-nearest neighbors, 

which are instances of the query, within the training set. This type of model compiles a database 

of training instances, and whenever new data is provided as input, it uses a similarity measure 

to compare that data with other instances in the database in order to identify the most similar 

match and generate the prediction. The model merely retains the training instance and defers 

generalization until a fresh instance is classified. As a result, it is sometimes called a "lazy 

learner." Hierarchical clustering, K-means, k-medians, and expectation maximization are all 

prevalent instance-based algorithms (Sarker, 2021). 

The purpose of artificial neural networks (ANNs) is to emulate the functionality and 

architecture of the human brain. ANNs operate across three layers. The input layer receives 

user input. The input is processed by the hidden layer. The computed output is ultimately 

transmitted by the output layer. Additionally, reinforcement neural networks, unsupervised 

neural networks, and supervised neural networks can be used to categorize ANNs (Mahesh, 

2020, Sarker, 2021, and Alzubi et al 2018). 

The prior knowledge of the input determines the output of the supervised neural 

network. As training data, the inputs and outputs are supplied to the network. The actual output 

is compared with the output predicted by the neural network. The parameters and weights are 

modified in response to the error, and are subsequently re-inputted into the neural network. 
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Feedforward neural networks employ supervised neural networks Mahesh, 2020, Sarker, 2021, 

and Alzubi et al 2018). 

Unsupervised neural networks operate without any preconceived notions regarding the 

output of the input data. The algorithm performs a structure or correlation check on the input 

data and classifies them accordingly. When it is provided new data as input, it identifies its 

features and classifies them into a group based on similarities Mahesh, 2020, Sarker, 2021, and 

Alzubi et al 2018). 

Reinforcement learning pertains to algorithms designed to achieve or optimise a 

complex goal (objective) along a specified dimension through the iterative process of learning. 

Similar to how organisms, including humans, acquire knowledge from their errors through 

interaction with their surroundings, a reinforcement neural network also acquires knowledge 

by imposing punishments for poor decisions and rewarding for correct ones (Sarker, 2021). 

Evaluating and predicting future conditions controls many important business activities, 

such as monitoring inventory, purchasing supplies, estimating labor costs, and forecasting 

product demand. Imprecise or deceptive estimations can worsen the problem or create complete 

chaos in the company. In the financial sector, Imprecise predictions for stocks and other 

investments can lead to poor trades and missed profit opportunities. Artificial neural networks 

ANN are an established and widely used technology for such complex prediction problems. A 

neural network comprises a series of algorithms designed to discern fundamental connections 

within a given dataset by simulating the functioning of the human brain.  NeuroXL Predictor is 

an application that eliminates the limitations via hiding the neural network complexity whilst 

leveraging analysts' existing data in Microsoft Excel spreadsheets. NeuroXL Predictor can 

detect and address non-linear relationships within a set of inputs to stock trading prediction, 

character, image, and shape recognition, medical diagnosis, traffic forecasting, and product 

recommendation. For other financial fields, NeuroXL Predictor is also ideally fitted to making 

predictions such as foreign exchange trading, economic forecasting, and currency exchange. 

NeuroXL Predictor can be used in sales forecasting inventory management, credit scoring, 

marketing campaign forecasting, and cost prediction. KishanBissa and Vyas, 2017 found that 

the artificial neural network ANN through using the NeuroXL Predictor application is the best 

technique to forecast the sales of high-definition television HDTV sets. NeuroXL Predictor 

application can also handle multiple non-linear relationships that predict the outcome of team 

sports and racing events. According to Pudaruth, Jogeeah, and Chandoo, 2015, NeuroXL 

Predictor application is used to predict winners at the Champs de Mars horse racing track. The 

output is predicted using an artificial neural network and a multi-layer perceptron with one 
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hidden layer comprising five nodes and a zero-based log-sigmoid activation function. The 

machine underwent testing on 16 races from the final two meetings, whereas it was trained on 

a total of 347 races during the initial 41 meetings. 

 

3- STUDY METHODOLOGY 

 

3.1 Study Objectives : 

 

The primary objectives of this study are assessing the feasibility of machine learning in 

predicting bank market shares, identify key features influencing market shares in the Egyptian 

banking sector, and provide actionable recommendations for stakeholders based on predictive 

insights. 

 

3.2 Study variables 

 

The proposed model for Bank Market Shares includes two main groups of variables, 

including factors specific to macroeconomics in addition to factors specific to the banking unit; 

Table No. (1): illustrates study variables. 

 

Table No. (1): Study Variables 

Variable Previous studies 

Independent 

Variables 

m
ac

ro
ec

o
n

o
m

ic
s

 

Economic Growth Rate 
Collender and Shaffer (2003) 

de Guevara and Maudos (2011) 

interest spreads 
Mujeri and Younus (2009) 

Perera et al. (2010) 

Required Reserve Ratio 
MacCarthy (2016) 

 Helmy and Wagdi (2019) 

Capital Adequacy Requirements 
Helmy and Wagdi(2019) 

 Gopalan (2021) 

b
an

k
in

g
 u

n
it

 

style of bank Rizwan et al., (2018) 

Khan et al. (2021) 

number of branches Dick (2006) 

  Bahrami et al. (2014) 

number of ATMs Massoud et al. (2006) 

Hannan (2007) 

number of cards Akin et al. (2013) 

Revathi (2019) 

number of e-banking services Revathi (2019) 

Nazaritehrani and Mashali,  (2020). 

Dependent 

Variables B
an

k
 

M
ar

k

et
 S
h

ar
e

s 
 

Bank deposits Spurlin (2022) 
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3.3 Data Collection: 

 

The study incorporates a comprehensive dataset, including macroeconomic indicators 

financial statements of banks, and nonfinancial data of banks. This diverse dataset is crucial for 

training machine learning models that can capture the multifaceted nature of market dynamics.  

The examination encompasses the Bank Egyptian database as it pertains to data 

provided by the "Central Bank of Egypt" spanning the years 2014 to 2022 based on bank 

Egyptian was listing in Egyptian exchange, The study sampled 11 banks, all of which are listed 

on the Egyptian Exchange (EGX), that are shown in table (2). 

 
   Table 2. The study samples 

Listing Date 
Reuters 

Code 
Name of bank Style of a bank 

15/09/1982 CANA.CA Suez Canal Bank 

Traditional  
Banks 

17/11/1983 EGBE.CA Egyptian Gulf Bank 

12/09/1994 NBKE.CA National Bank of Kuwait- Egypt- NBK 

02/02/1995 COMI.CA Commercial International Bank (Egypt) 

03/07/1996 QNBA.CA Qatar National Bank Alahly 

03/07/1996 CIEB.CA Credit Agricole Egypt 

13/09/1983 HDBK.CA Housing & Development Bank 
Specialized Banks 

14/12/1995 EXPA.CA Export Development Bank of Egypt (EDBE) 

25/12/1984 SAUD.CA Al Baraka Bank Egypt 

Islamic Banks 07/06/1995 FAIT.CA Faisal Islamic Bank - Egypt   

19/06/1996 ADIB.CA Abu Dhabi Islamic Bank- Egypt 

       Source: The Egyptian Exchange 

The figure ( ) shows the market shares of the study banks, where the total market shares 

of the study banks was 19.2% out of total banking sector. 
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In 2022, there are four banks with market shares of more than 1%, these banks are  

“Commercial International Bank (Egypt)”, “Qatar National Bank Alahly”, “Faisal Islamic Bank 

- Egypt “, and “Abu Dhabi Islamic Bank- Egyp” 

 

3.3 Machine Learning Models: 

 

machine learning algorithms was Neural Networks, its employed to build predictive 

models. The models are trained on historical data and validated against out-of-sample data to 

ensure robustness and generalizability. Artificial Neural Network was training within NeuroXL program 

(see Figure No. 2) 

 

Figure No. (2): NeuroXL program version 

It is built by entering the data that makes up the artificial neural network; the parameters are shown Figure No. 

(3);  

 

Figure No. (3): the parameters of artificial neural network 

 
The artificial neural network was trained using data from 2014 to 2018, while data from 

2019 to 2022 is used as a test of the accuracy of the artificial neural network’s predictions of 

the market shares of Egyptian banks. 
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3.4 Study Challenges and Limitations : 

 

While machine learning presents a powerful tool, challenges such as data quality, model 

interpretability, and overfitting must be addressed. Additionally, the dynamic nature of 

emerging markets introduces uncertainties that require continuous model adaptation. 

 

4-DATA ANALYSIS 

  

Data of Stationary 4.1 

 

The assumption of stationary (constant variance) exists in many time series methods. 

One of the defining characteristics of a stationary process is that the mean, variance, and 

autocorrelation values do not vary over time; The study exam the data stationary to ensure that 

the mean and variance were invariant according to a unit root test, the stationarity of the time 

series of the basic independent and dependent indicators at level zero was evaluated according 

to the constant level. This was done through the Augmented Dickey–Fuller (ADF), Philips–

Perron (PP), Im, Pesaran and Shin W-stat (IPSW), Levin, and Lin and Chu t (LLC) tests at a 

significance level of less than 0.05. In addition to the Tau-statistic, the Z-statistic criteria were 

at a significance level of less than 0.05. On other hand, the study removed the outliers using 

winsorization at 2% for the continuous variables. 

  

4.2 Descriptive statistics 

 
A correlation analysis was conducted between macroeconomic variables and total 

deposits in Egyptian banks, as shown in Table (3). 

 

Table (3): Correlation matrix 

 

1.000 .544 -.843** .013 .836**

.544 1.000 -.625 -.262 .608

-.843** -.625 1.000 -.025 -.999**

.013 -.262 -.025 1.000 .000

.836** .608 -.999** .000 1.000

. .130 .004 .973 .005

.130 . .072 .496 .082

.004 .072 . .949 .000

.973 .496 .949 . 1.000

.005 .082 .000 1.000 .

9 9 9 9 9

9 9 9 9 9

9 9 9 9 9

9 9 9 9 9

9 9 9 9 9

CAR

EGR

IS

RRR

TD

CAR

EGR

IS

RRR

TD

CAR

EGR

IS

RRR

TD

Pearson

Correlation

Sig.

(2-tailed)

N

CAR EGR IS RRR TD

Correlations

Correlation is significant at the 0.01 level (2-tailed).**. 
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The table (3) shows that there is a significant correlation for both interest spread and 

capital adequacy ratio with a total deposit (EGP billion) on one hand, but there isn’t a significant 

correlation for both economic growth rate and required reserve ratio on other hand.  

The study can explain this according to the risk attitude of banks to enhance their 

financial stability by relying on investing their money in deposits instead of loans to avoid risks, 

in addition to the low interest spread that also reinforces this goal. 

 

4.3 Testing predicting within regression analysis 

 

A regression analysis test was conducted between the actual and predicted data, and the 

outputs were as in tables (4), (5) and (6) 

 

Table (4): model summary 

 

Table (5): Anova test 

 
Table (6): T test 

 

.997a .994 .994 .1053

Model

1

R R Square

Adjusted

R Square

Std. Error

of the

Estimate

Model Summary

Predictors: (Constant), PMSa. 

82.836 1 82.836 7476.662 .000a

.465 42 1.108E-02

83.301 43

Regression

Residual

Total

Model

1

Sum of

Squares df

Mean

Square F Sig.

ANOVAb

Predictors: (Constant), PMSa. 

Dependent Variable: AMSb. 

7.765E-02 .023 3.331 .002

.997 .012 .997 86.468 .000

(Constant)

PMS

Model

1

B Std. Error

Unstandardized

Coefficients

Beta

Standardi

zed

Coefficien

ts

t Sig.

Coefficientsa

Dependent Variable: AMSa. 
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Through the results of the inferential analysis, the study finds that the coefficient (F) is 

(7474.662), which is a significant value at the level of (1%). Which demonstrates the ability of 

artificial neural networks to predict the market shares of Egyptian banks, as the rate of adjusted 

R square was 99.4%. addition to the coefficient (T) is (86.468), which is a significant value at 

the level of (1%). 

 

4.3 Testing predicting within Wilcoxon Signed Ranks Test 

 

Wilcoxon Signed Ranks Test was conducted between the actual and predicted data, and 

the outputs were as in table (7), 

 
Table (7): Wilcoxon Signed Ranks Test 

 

 

Through the results of the inferential analysis, the study finds that the coefficient (z) is 

(4.089), which is a significant value at the level of (1%).  This indicates that the predicted values 

differ from the actual values.  

 

4.3 Testing predicting within cross-sectional units 

 

cross-sectional units Test was conducted between the actual and predicted data, and the 

outputs were as in table (8). 

 

 

 

 

 

-4.089a

.000

Z

Asymp.

Sig.

(2-tailed)

PMS - AMS

Test Statisticsb

Based on

positive ranks.

a. 

Wilcoxon

Signed Ranks

Test

b. 
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Table (8): cross-sectional units Test 

Model 1: Fixed-effects, using 44 observations 

Included 4 cross-sectional units 

Time-series length = 11 
Dependent variable: AMS 

  Coefficient Std. Error t-ratio p-value  

const. 0.0792302 0.0465038 1.704 0.0964 * 

PMS 0.995644 0.0293761 33.89 <0.0001 *** 

Mean dependent var  1.553750  S.D. dependent var  1.391848 

Sum squared resid  0.463159  S.E. of regression  0.108976 

LSDV R-squared  0.994440  Within R-squared  0.967164 

LSDV F(4, 39)  1743.834  P-value(F)  2.18e-43 

Log-likelihood  37.75196  Akaike criterion −65.50392 

Schwarz criterion −56.58297  Hannan-Quinn −62.19560 

Rho  0.211532  Durbin-Watson  1.094186 

Joint test on named regressors - 

 Test statistic: F(1, 39) = 1148.73 
 with p-value = P(F(1, 39) > 1148.73) = 1.51093e-030 

 

Test for differing group intercepts - 
 Null hypothesis: The groups have a common intercept 

 Test statistic: F(3, 39) = 0.0609311 

 with p-value = P(F(3, 39) > 0.0609311) = 0.980024 

 
 

Through the results of the inferential analysis, the study finds that the coefficient (F) is 

(1743.834), which is a significant value at the level of (1%). Which demonstrates the ability of 

artificial neural networks to predict the market shares of Egyptian banks, as the rate of within 

R-squared was 96.71%. addition to the coefficient (T) is (33.89), which is a significant value at 

the level of (1%). 

 

5- CONCLUSIONS AND RECOMMENDATIONS 

 

5.1 Conclusions and discuss the results  

 

Emerging markets pose unique challenges and opportunities for the banking sector. As 

Egypt stands as a prominent example of an emerging market, this study aims to investigate the 

effectiveness of machine learning models in predicting bank market shares, contributing 

valuable insights to the financial landscape. 

The results of the inferential analysis revealed the ability of artificial neural networks to 

explain changes in the market shares of Egyptian banks by 99.4% and 96.71%, according to 

regression analysis and cross-sectional analysis, respectively. 
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But the predicted value was less than the actual values according to the Wilcoxon Signed 

Ranks Test, which can be explained by the study’s reliance on a sample representing one-third 

of the study population, which are the banks listed on the Egyptian Stock Exchange only, as 

these banks are under the supervision of shareholders to a greater extent than the rest of the 

unlisted banks. 

5.2 Recommendations to enhance the market shares of banks 

To enhance the market shares of banks in emerging markets, a comprehensive action 

plan should be devised. The plan should address various aspects such as customer acquisition, 

product and service innovation, technology adoption, risk management, and regulatory 

compliance. Here is a suggested action plan: 

A. Market research and segmentation: Conduct thorough market research to understand the 

needs, preferences, and behaviors of the target customer segments in the emerging markets. 

B. Identify niche markets and segments that are underserved or untapped. 

C. Product and service innovation: Develop innovative banking products and services that 

cater to the specific needs of the emerging market customers. 

D. Leverage digital technologies for product delivery and customer engagement. 

E. Provide personalized services and targeted marketing based on customer preferences and 

behavior. 

F. Actively seek feedback from customers and use it to improve services. 

G. Develop effective risk management strategies to mitigate credit, operational, and market 

risks. 

H. Form strategic partnerships with local businesses, fintech startups, and other financial 

institutions to expand the service offering. 

I. Collaborate with local retailers and businesses to integrate banking services into their 

ecosystems. 

J. Employee Training and Development: Develop targeted marketing campaigns to raise 

awareness of the bank's products and services. 

K. Utilize both traditional and digital marketing channels to reach a broader audience. 

Finally, establish key performance indicators (KPIs) to measure the success of the action 

plan. Implementing this action plan requires a collaborative effort across different departments 

within the bank and a commitment to adapting strategies based on the dynamic nature of 

emerging markets. 

5.3 Future studies on the use of machine learning in the field of banking 

There are several promising avenues for future studies on the use of Machine Learning (ML) in 

the field of banking. Here are some potential research topics: 
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A. Explainability and Interpretability of ML Models: Investigate methods to enhance the 

explainability and interpretability of ML models in banking. This is crucial for gaining the trust 

of regulators, customers, and other stakeholders. 

B. Fraud Detection and Prevention: Explore advanced ML techniques for improving fraud 

detection and prevention in banking. This includes studying anomaly detection, real-time 

monitoring, and the integration of behavioral analytics. 

C. Customer Segmentation and Personalization: Examine how ML can be utilized to enhance 

customer segmentation and personalization in banking services. This involves tailoring financial 

products, marketing strategies, and customer experiences based on individual preferences and 

behaviors. 

D. Credit Scoring and Risk Management: Investigate the development of more accurate and fair 

credit scoring models using ML. Assess the impact of alternative data sources and advanced 

modeling techniques on risk management in lending. 

E. Regulatory Compliance: Study the application of ML in automating and ensuring compliance 

with regulatory requirements. Explore how ML can streamline regulatory reporting, anti-money 

laundering (AML) processes, and Know Your Customer (KYC) procedures. 

F. Algorithmic Bias and Fairness: Investigate methods to identify and mitigate algorithmic bias in 

banking ML models. Examine the ethical implications of ML in decision-making processes, 

particularly in areas such as loan approvals and credit scoring. 

G. Cybersecurity in Banking: Explore ML applications for enhancing cybersecurity in banking. 

This includes studying anomaly detection for detecting cyber threats, adaptive authentication, 

and the use of ML in preventing data breaches. 

H. Natural Language Processing (NLP) for Customer Service: Assess the impact of NLP in 

improving customer service in banking. Explore chatbots, virtual assistants, and sentiment 

analysis for enhancing customer interactions and problem resolution. 

I. Operational Efficiency: Study how ML can be used to optimize various banking operations, 

such as back-office processes, risk assessments, and fraud investigations. Evaluate the cost-

effectiveness and efficiency gains achieved through ML implementation. 

J. Blockchain and ML Integration: Investigate the integration of ML with blockchain technology 

in banking. Explore how ML can enhance security, efficiency, and decision-making in 

blockchain-based financial systems. 

K. Dynamic Portfolio Management: Explore ML techniques for dynamic portfolio management in 

investment banking. Study how real-time data and machine learning algorithms can optimize 

investment portfolios and adapt to changing market conditions. 

L. Adoption Challenges and Organizational Impact:Examine the challenges associated with the 

adoption of ML in traditional banking environments. Investigate the organizational impact, 

including changes in workforce skills, culture, and governance structures. 
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These research topics address key challenges and opportunities in leveraging ML for the advancement 

of banking services. Future studies in these areas can contribute to the development of more robust, 

ethical, and efficient ML applications in the banking industry. 

REFERENCES 

 Ahamed, M. M., Ho, S. J., Mallick, S. K., & Matousek, R. (2021). Inclusive banking, financial 

regulation and bank performance: Cross-country evidence. Journal of Banking & Finance, 

124, 106055. https://doi.org/10.1016/j.jbankfin.2021.106055   

Akin, G. G., Aysan, A. F., Borici, D., & Yildiran, L. (2013). Regulate one service, tame the entire 

market: Credit cards in Turkey. Journal of Banking & Finance, 37(4), 1195-1204. 

https://doi.org/10.1016/j.jbankfin.2012.11.016  

Alzubi, J., Nayyar, A., and Kumar, A., (2018), "Machine Learning from Theory to Algorithms: An 

Overview", Second National Conference on Computational Intelligence. 

https://doi.org/10.1088/1742-6596/1142/1/012012  

Angelini, P., & Cetorelli, N. (2003). The Effects of Regulatory Reform on Competition in the 

Banking Industry. Journal of Money, Credit and Banking, 35(5), 663–684. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=The+effects+of+regulatory

+reform+on+competition+in+the+banking+industry.+journal+of+Money%2C+credit+and

+banking&btnG=  

Bahrami, H. R., Haery, F. A., & Karamad, F. (2014). Investigated the effective factors in the process 

of market share increase among the branches of Bank Saderat. International Journal of 

Academic Research in Economics and Management Sciences, 3(1), 51. 

http://dx.doi.org/10.6007/IJAREMS/v3-i1/577  

Berger, A. N., Leusner, J. H., & Mingo, J. J. (1997). The efficiency of bank branches. Journal of 

Monetary Economics, 40(1), 141-162. https://doi.org/10.1016/S0304-3932(97)00035-4  

Cetorelli, N., & Gambera, M. (2001). Banking market structure, financial dependence and growth: 

International evidence from industry data. The Journal of Finance, 56(2), 617-648. 
https://doi.org/10.1111/0022-1082.00339  

Collender, R. N., & Shaffer, S. (2003). Local bank office ownership, deposit control, market 

structure, and economic growth. Journal of Banking & Finance, 27(1), 27-57. 

https://doi.org/10.1016/S0378-4266(01)00207-2  

de Guevara, J. F., & Maudos, J. (2011). Banking competition and economic growth: cross-country 

evidence. The European Journal of Finance, 17(8), 739-764. 

https://doi.org/10.1080/1351847X.2011.554300  

Dick, A. A. (2006). Nationwide branching and its impact on market structure, quality, and bank 

performance. The Journal of Business, 79(2), 567-592. https://doi.org/10.1086/499131  

Gonzalez, F. (2009). Determinants of bank‐market structure: Efficiency and political economy 

variables. Journal of Money, Credit and Banking, 41(4), 735-754. 

https://doi.org/10.1111/j.1538-4616.2009.00229.x  

Gopalan, Y. (2022). The effects of ratings disclosure by bank regulators. Journal of Accounting and 

Economics, 73(1), 101438. https://doi.org/10.1016/j.jacceco.2021.101438  

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank


Osama Wagdi, Ream N. Kinawy & Ghada Na 

 

 

 

 

 

, 

 

 

 

 

 

 

 

 

 

 

 

Journal of Management & Technology, vol. 23, n. 4, p. 473-492, 2023 

 

 
 

 

Hannan, T. H. (2007). ATM surcharge bans and bank market structure: The case of Iowa and its 

neighbors. Journal of Banking & Finance, 31(4), 1061-1082. 

https://doi.org/10.1016/j.jbankfin.2006.10.002  

Helmy, A., & Wagdi, O. (2019). Three-dimensional analysis of bank profit with the development 

of regulatory restrictions: evidence from Egypt. International Journal of Economics and 

Finance, 11(3), 12-31. https://doi.org/10.5539/ijef.v11n3p12  

Ho, S. H., & Saadaoui, J. (2022). Bank credit and economic growth: A dynamic threshold panel 

model for ASEAN countries. International Economics, 170, 115-128. 

https://doi.org/10.1016/j.inteco.2022.03.001  

Khan, A., Hassan, M. K., Paltrinieri, A., & Bahoo, S. (2021). Trade, financial openness and dual 

banking economies: Evidence from GCC Region. Journal of Multinational Financial 

Management, 62, 100693. https://doi.org/10.1016/j.mulfin.2021.100693  

KishanBissa, C. and Vyas, R. (2017), "Estimation of Appropriate Forecasts using Neural Network 

Learning of Previous Sales Data", international journal for research in applied science & 

engineering Technology, 5(6): 2265-2270. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=Estimation+of+Appropriate

+Forecasts+using+Neural+Network+Learning+of+Previous+Sales+Data&btnG=  

Kumar, L., Malathy, D., & Ganesh, L. S. (2011). The diffusion of ATM technology in Indian 

banking. Journal of Economic Studies, 38(4), 483-500. 

https://doi.org/10.1108/01443581111160905  

MacCarthy, J. (2016). The effect of cash reserve ratio (CRR) on the financial performance of 

commercial banks and their engagement in CSR in Ghana. Journal of Finance, 4(3), 1-12. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=The+effect+of+cash+reserv

e+ratio+%28CRR%29+on+the+financial+performance+of+commercial+banks+and+their

+engagement+in+CSR+in+Ghana.+Journal+of+Finance&btnG=  

Mahesh, B., (2020), "Machine Learning Algorithms - A Review", International Journal of Science 

and Research, 9 (1). http://dx.doi.org/10.21275/ART20203995                                     

Massoud, N., Saunders, A., & Scholnick, B. (2006). The impact of ATM surcharges on large versus 

small banks: Is there a switching effect?. The Journal of Business, 79(4), 2099-2125. 

https://doi.org/10.1086/503658  

Mujeri, M. K., & Younus, S. (2009). An analysis of interest rate spread in the banking sector in 

Bangladesh. The Bangladesh Development Studies, 32 (4), 1-33. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=An+analysis+of+interest+ra

te+spread+in+the+banking+sector+in+Bangladesh.+The+Bangladesh+Development+Stud

ies&btnG=  

Nazaritehrani, A., & Mashali, B. (2020). Development of E-banking channels and market share in 

developing countries. Financial Innovation, 6(1), 12. https://doi.org/10.1186/s40854-020-

0171-z  

Nidyanti, A., & Siswantoro, D. (2022). Shariah Compliance Level of Islamic Banks in Asia and Its 

Implications on Financial Performance and Market Share. European Journal of Islamic 

Finance, 9(1), 15-21. https://doi.org/10.13135/2421-2172/6025   

Omrani, H., Alizadeh, A., Emrouznejad, A., & Oveysi, Z. (2023). A novel best‐worst‐method two‐

stage data envelopment analysis model considering decision makers' preferences: An 

application in bank branches evaluation. International Journal of Finance & Economics, 

28(4), 3593-3610. https://doi.org/10.1002/ijfe.2609  

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank


 emerging in shares market bank deposits predicting for learning achineM

egypt from evidence markets: 

Journal of Management & Technology, vol. 23, n. 4, p. 473-492, 2023 

 

 
 

 

Ouedraogo, S., & Sawadogo, H. (2022). Financial development, financial structure and economic 

growth in the Sub‐Saharan African countries. International Journal of Finance & 

Economics, 27(3), 3139-3162. https://doi.org/10.1002/ijfe.2315  

Parvin, B., G., and Parvin, L., G., (2023), "Applications of Artificial Intelligence in Fault Detection 

and Prediction in Technical Systems", 4th International Conference on Recent 

Developments in Management and Industrial Engineering, Helsinki-Finland. 
https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=Applications+of+Artificial

+Intelligence+in+Fault+Detection+and+Prediction+in+Technical+Systems%22%2C+4th

+International+Conference+on+Recent+Developments+in+Management+and+Industrial+

Engineering&btnG=  

Perera, S., Skully, M., & Wickramanayake, J. (2010). Bank market concentration and interest 

spreads: South Asian evidence. International Journal of Emerging Markets, 5(1), 23-37. 

https://doi.org/10.1108/17468801011018257  

Pineda-Jaramillo, J. D. (2019). A review of Machine Learning (ML) algorithms used for modeling 

travel mode choice. Dyna, 86(211), 32-41. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=A+review+of+Machine+Le

arning+%28ML%29+algorithms+used+for+modeling+travel+mode+choice.+Dyna&btnG

=  

Pudaruth, S., Jogeeah, M., and Chandoo, A., K., (2015), "Using Artificial Neural Networks to 

Predict Winners in Horseraces: A Case Study at the Champs de Mars", International 

Information Management Corporation, ISBN: 978-1-905824-50-2. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=Using+Artificial+Neural+N

etworks+to+Predict+Winners+in+Horseraces%3A+A+Case+Study+at+the+Champs+de+

Mars%22%2C+International+Information+Management+Corporation&btnG=  

Ray, S., (2019), "A Quick Review of Machine Learning Algorithms", International Conference on 

Machine Learning, Big Data, Cloud and Parallel Computing, India. 

https://doi.org/10.1109/COMITCon.2019.8862451   

Revathi, P. (2019). Digital banking challenges and opportunities in India. EPRA International 

Journal of Economic and Business Review, 7(12), 20-23. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=Digital+banking+challenge

s+and+opportunities+in+India.+EPRA+International+Journal+of+Economic+and+Busine

ss+Review&btnG=  

Rizwan, M. S., Moinuddin, M., L’Huillier, B., & Ashraf, D. (2018). Does a one-size-fits-all 

approach to financial regulations alleviate default risk? The case of dual banking systems. 

Journal of Regulatory Economics, 53(1), 37-74. https://doi.org/10.1007/s11149-017-

9340-z  

Sarker, I., H., 2021, "Machine Learning: Algorithms, Real-World Applications and Research 

Directions", SN COMPUT. SCI. 2, 160. https://doi.org/10.1007/s42979-021-00592-x  

Shafei, R., & Sijanivandi, S. (2022). The intra-sectional marketing maturity and the E-banking 

market share; involvement of other units in marketing activities. Marketing Science and 

Technology Journal, 1(1), 13-28. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=The+intra-

sectional+marketing+maturity+and+the+E-

banking+market+share%3B+involvement+of+other+units+in+marketing+activities.+Mar

keting+Science+and+Technology+Journal&btnG=    

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank


Osama Wagdi, Ream N. Kinawy & Ghada Na 

 

 

 

 

 

, 

 

 

 

 

 

 

 

 

 

 

 

Journal of Management & Technology, vol. 23, n. 4, p. 473-492, 2023 

 

 
 

 

Sharifani, K. and Amini, M, (2023), "Machine Learning and Deep Learning: A Review of Methods 

and Applications" World Information Technology and Engineering Journal, 10 (7), 

3897-3904. 

https://scholar.google.com/scholar?hl=ar&as_sdt=0%2C5&q=Machine+Learning+and+D

eep+Learning%3A+A+Review+of+Methods+and+Applications%22+World+Information

+Technology+and+Engineering+Journal&btnG=#d=gs_cit&t=1700563279071&u=%2Fsc

holar%3Fq%3Dinfo%3AedeZiL4W-

cMJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Dar   

Spurlin, W. P. (2022). Market share, larger competition and the profitability of rural, small 

community banks. Managerial Finance, 48(11), 1579-1590. https://doi.org/10.1108/MF-

07-2020-0387  

Valahzaghard, M., & Bilandi, E. (2014). The impact of electronic banking on profitability and 

market share: Evidence from banking industry. Management Science Letters, 4(12), 2531-

2536. http://dx.doi.org/10.5267/j.msl.2014.11.003  

Xia, Y., & Liu, P. (2022). Does bank competition promote corporate green innovation? Evidence 

from the location of bank branches. China & World Economy, 30(2), 84-116. 

https://doi.org/10.1111/cwe.12411  

 

 

 

 

 

 

about:blank#d=gs_cit&t=1700563279071&u=%2Fscholar%3Fq%3Dinfo%3AedeZiL4W-cMJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Dar
about:blank#d=gs_cit&t=1700563279071&u=%2Fscholar%3Fq%3Dinfo%3AedeZiL4W-cMJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Dar
about:blank#d=gs_cit&t=1700563279071&u=%2Fscholar%3Fq%3Dinfo%3AedeZiL4W-cMJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Dar
about:blank#d=gs_cit&t=1700563279071&u=%2Fscholar%3Fq%3Dinfo%3AedeZiL4W-cMJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Dar
about:blank#d=gs_cit&t=1700563279071&u=%2Fscholar%3Fq%3Dinfo%3AedeZiL4W-cMJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Dar
about:blank
about:blank
about:blank
about:blank

